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• NICS is a collaboration between UT and ORNL 
• Awarded the NSF Track 2B ($65M) 
• Staffed with 25 FTEs 

National Institute for  
Computational Sciences 



Kraken’s Timeline 

XT3 XT4 Initial XT5  Pre-XT5 Final XT5 

April ‘08 July ‘08 Feb ‘09 Oct ‘09 Feb ‘11 

Compute 
Cores 7,352 18,048 66,048 99,072 112,896 

Compute 
Memory 7.4TB 17.6TB 100TB 129TB 147TB 

# Cabinets 40 48 88 88 100 

Peak 
FLOPS 38.6TF 166.5TF 608TF 1.03PF 1.17PF 

Top500 
Ranking #57 #15 #6 #3 ? 

NSF grant awarded in late ‘07 



8th Most Powerful SuperComputer 



Largest Teragrid resource 



Actual usage by discipline (Feb ‘11) 

Total Users: ~3,365 
Active Users: ~800 

Total Projects: 783 
TG:~577 + UT:~46 + DD:160 

Allocated 650M S.U. hours in ‘10 
80% for TG – 20% for UT 









Kraken System Configuration 
•  Cray XT5 running CLE 2.2UP02 (soon 2.2UP03 ) 
•  100 cabinets in 4 rows 
•  9,408 compute nodes (112,896 cores) & 96 service nodes 
•  147TB of compute memory 
•  Two file systems available 

•  NFS mounted home areas, 2TB 
•  Lustre Scratch space, with 2.4PB of usable space 

•  25x16x24 3D torus topology interconnect using SeaStar2 chips 



Compute node configuration 

•  Two 2.6 Ghz Six-Core AMD (Istanbul) Processors  
• Dual socket – 12 cores per node 
•  16GB RAM per node 

• Diskless nodes 
•  The ONLY accessible file system is Lustre scratch 
• Runs a streamlined version of Linux-like OS called CLE 
• Users cannot login to the compute nodes 
• You need qsub & aprun to launch jobs in these nodes 

•  TORQUE/MOAB & ALPS control these resources 



Service node configuration 
• One 2.6 Ghz Dual-Core AMD Processors  
• One socket – 2 cores per node 
•  8GB RAM per node 

• Diskless nodes 
• Both NFS home areas & Lustre scratch accessible 
• Runs a complete Linux-like OS called SLES10SP1 
•  There are 16 login nodes 
•  11 OTP only + 4 GSISSH only + 1 Experimental 

•  4 GridFTP only with 10GigE internet connection 
•  16 Aprun nodes & 48 I/O nodes 



Important Policies 

•  No production jobs should be run at the login (service) nodes 

•  Jobs using an account with a negative balance will run only  as

 backfill jobs 

•  Large core count (i.e. capability) jobs have more priority 

•  Dedicated mode of the whole system is possible on Wednesdays 

•  Refunds can be provided for up to 6hrs 

•  When Lustre gets 70% full we contact users to ask them to delete

 files. When 80% full, we will start deleting oldest files as an

 emergency procedure 



Important Changes since last time 

•  Hardware upgrade from 99,072 to 112,896 cores. 

•  Intel compiler is now available (Cray’s soon) 

•  TORQUE upgrade. After this upgrade, jobs will die at the

 beginning if output files cannot be created. 

•  Refunds can be provided for at most 6hrs. Checkpointing is

 important. 

•  ‘longsmall’ queue has been deactivated. Max walltime for jobs

 less than 49K cores is 24hrs. 



Simulating “The Big One” 

•  Performed the largest 
earthquake simulation ever 
on the San Andreas Fault 
on Kraken 

•  Simulated in a 32 billion 
grid point subset of the 
SCEC Community Velocity 
Model (CVM) V4 

•  Used 96,000 processor 
cores 

Slide info courtesy of Phil Maechling, Southern California Earthquake Center 



Cosmology Simulations of the Lyman 
Alpha Forest 
• Performed the largest 

hydrodynamic 
cosmology simulation 
ever done on Kraken 

• Used ENZO (Hybrid MPI/
OpenMP code) for 
current model of 4,0963 = 
64 billion dark matter 
particles  

•  “The most productive 
platform in NSF portfolio 
for ENZO simulations, 
bar none.” 

Slide info courtesy of Robert Harkness, University of California, San Diego 

Image of the Lyman Alpha Forest showing
 the Baryon Acoustic Oscillation (BAO),
 which arises from sound waves becoming
 "frozen" when the matter and radiation
 decouple in the Big Bang.  



Other NICS HPC resources 
For more information on other NICS HPC resources, please visit 

http://www.nics.tennessee.edu/computing-resources 
http://rdav.nics.tennessee.edu/resources 
http://keeneland.gatech.edu/ 


